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 Movements in a stock market index may 
safely be considered one of the most-

watched out phenomena by investors in almost every 
economy. One method to forecast the index is to study all 
those external factors that directly affect it. Another way, 
however, is to base one’s predictions on the past behavior of 
the variable of interest. This paper has employed the method 
described latter and has, therefore, made use of the ARIMA 
modeling. In this connection, the daily stock market index 
data of the Karachi Stock Exchange 100 index was taken for 
twenty years from 1997 to 2017 which translated into 4940 
observations. The study revealed that the model was 
decently efficient in forecasting the KSE 100 Index, though 
only for the short-range. The upshot of this study may be 
utilized specifically by short term investors in deciding on 
when, and when not, to invest in the stock market. 
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Introduction 
 
The key to a lucrative investment lies in how accurately one can predicts the future. While 
dealing with decisions concerning capital budgeting, the most important aspect to 
consider in an investment is the uncertainty with which future benefits are expected 
to be realized from it. Given the very basic goal of financial management of 
maximizing stockholder’s wealth, most of the subject seems to be future-oriented. 
Therefore, the ability to forecast well a given investment’s future value is of utmost 
importance. The current study also deals with predicting the future value of stocks 

                                                             
* Assistant Professor, Department of Management Sciences, Islamia College Peshawar, KP,  
Pakistan. 
† Assistant Professor, Department of Management Studies, University of Malakand, KP, Pakistan. 
Email: nazimali100@yahoo.com  
‡ Lecturer, Department of Management Studies, University of Malakand, KP, Pakistan. 

Abstract 



Will the Stock Market Index Upsurge or Deflate? Making Calculated Predictions Using 
the Univariate Autoregressive Integrated Moving Average Technique 

414                                                     Global Social Sciences Review (GSSR) 

as a whole. Therefore, the stock market index which is the representative of all 
stocks in a given market is the focus of the study. Although individual stocks are, 
of course, always subject to unique fluctuations due to factors that are mostly firm-
specific, the stock market index only increases (or decreases) when there is a clear 
overall increase (or decrease) in the prices of most stocks listed on the concerned 
exchange. 

Factors that affect the prices of most stocks (and hence affect the stock market 
index) in a given market are mostly macroeconomic in nature. Hence, an attempt 
to predict the future direction of the stock market index would entail determining 
all those factors that influence the prices as a whole. This is, however, a tedious 
job and has its complications. For instance, it may also require whether those 
influencing macroeconomic factors are expected to increase (i.e., get better) or 
decrease (i.e., worsen) in the future. There is, however, a rather simpler method of 
estimating a variable’s future values, and that is to anticipate its future 
measurements based on its previous measurements. Therefore, the method is also 
known in the academic text as the Box-Jenkins methodology. The method allows 
for the lagged values of a variable as well as its error term to forecast the most 
likely current (or future) value of the variable.  

The rationale behind the study, thus, is to judge whether the methodology 
devised by Box and Jenkins (1970) in forecasting any given time series works well 
in predicting the stock market index. It is also aimed to get to know how many 
lagged values of the stock market index are effectively involved in the prediction 
of the current (or future) value of the index. We, therefore, have dual objectives of 
the study --- firstly, to examine if Box-Jenkins methodology would help at all in 
determining the direction the stock market index is expected to go, and secondly, 
to see how many previous values of the index and the error term is the current 
value of the index dependent upon. The study will give insights to potential 
investors in determining the appropriate time they should raise (or retrench) their 
investments in stock markets.  

 
Literature Review 
 
There has been a good deal of work undertaken on the use of the Box-Jenkins 
method for the prediction of time series variables. The method has worked 
efficiently well for many of the longitudinal data but not for all. The related 
literature has been, however, divided into two portions with the first part 
mentioning studies carried out previously by researchers to forecast stock prices 
or stock market index using the Box-Jenkins method. The second part gives 
examples of other research work that was aimed at finding the future probable 
values of various time series variables except for the stock prices or stock indices. 
The ensuing lines present those previously completed studies that have made use 
of the model: 
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Stock returns were also predicted by Mondal, Shit, and Goswami (2014) who 
made a big effort to take fifty-six (56) Indian stocks by classifying them into their 
respective sectors. They then endeavored to estimate their future stock returns by 
using the Box-Jenkins method and found that the model correctly forecasted 
returns for around 85% of the time for all sectors. 

Another attempt of estimating stock return using the Box-Jenkins method was 
made by Adebiyi, Adewumi, and Ayo (2014) who made use of the model for 
predicting stock prices of Nokia and Zenith Bank. They also observed that the 
model was a good predictor of returns in the short run. Similarly, Banerjee (2014) 
also estimated the Indian stock market index using the ARIMA model and found 
that the results were very precise in the short run.  

The Box-Jenkins method has also been used by researchers for estimating 
various time series data other than stock returns or stock index and has more often 
got very encouraging results. For instance, one of the initial users of the model was 
Jarrett (1990) who employed the model for estimating corporate earnings. He 
observed no obvious difference between the conventional pre-specified models 
and the one based on ARIMA modeling in terms of prediction errors. The model 
was also used by Raymond (1998) for anticipating real estate prices in Hong Kong. 
He observed trends in property prices in the country. Similarly, Meyler, Kenny, 
and Quinn (1998) also utilized the method to forecast inflation in Ireland. They 
concluded that the more important thing in a model is the minimization of 
prediction errors rather than maximization of the goodness of fit. Contreras, 
Espinola, Nogales, and Conejo (2003) also employed ARIMA for estimating the 
prices of electricity in California &Spain and were successful. The model was also 
engaged by Gilbert (2005) while dealing with a multistage supply chain model. He 
found that the customers’ orders and the inventories are ARIMA processes in the 
same way as the customers’ demands and the lead times. Among the users of the 
Box-Jenkins method was also Guha (2016) who attempted to determine the prices 
of gold in India and who claimed that the results could have been used for deciding 
when to invest in the gold market.  

The Box-Jenkins method also seems to be popularly used by researchers who 
aimed at determining the production of crops. For example, Manoj and Madhu 
(2014) appeared to employ the method for anticipating the Indian production of 
Sugarcane. It was known that the model could forecast Sugarcane production for 
around five years. A very similar study was conducted by Hamjah (2014) who 
wanted to estimate rice production in Bangladesh. He also found that the method 
devised by Box and Jenkins for time series forecasting worked very well but in the 
short run. The productivity of crops in India was also assessed by Padhan (2012) 
who included 34 Indian crops in her study. Her study gave the best prediction for 
the tea crop which had the lowest mean absolute percent error. The worst predicted 
crop was found to be that of papaya. To discuss more, Jadhav, Reddy, and Gaddi 
(2017) also endeavored to forecast prices of major crops in Karnataka, India 
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including Maize, Ragi, and Paddi crops. The results showed very accurate 
predictions based on which they estimated the production of these crops for the 
next three years. 
 
The Box-Jenkins Method 
 
The Box-Jenkins method developed by statisticians George Box and Gwilym 
Jenkins entails a way of forecasting a time series data (Box and Jenkins, 1970). 
The method is, of course, based on the autoregressive integrated moving average 
(or ARIMA) modeling in which a variable’s future values are estimated based on 
its lagged values as well as its lagged error terms. As a matter of fact, the larger 
the set of values available for a given time series, the better is the model’s ability 
to predict future values. Chatfield (1996) recommends a minimum of 
50observations of a time series to be available for a reliable forecast of its future 
values. Some researchers, however, have the understanding that the observations 
should preferably exceed 100 for a good prediction.  

The Box-Jenkins methodology is designed to guide the researcher in 
determining the number of lagged values of a variable and lagged values of its 
disturbance term that particularly influence or decide its current or forthcoming 
value. This is not an easy task, however.But one of the basic principles of the 
method is to devise a model as parsimonious as possible.Although a large and an 
over-parameterized model will tend to maximize the model’s R2, introducing 
parsimony in a model entails that minimum regressors are kept. An advantage of 
this would be that we would not lose excessive degrees of freedom utilizing 
keeping as low the number of regressors in the model as possible. 

 
Research Methodology 
 
The current study has a single time series data of the stock market index. Therefore, 
univariate ARIMA modeling has been employed to predict the most probable future 
value of our variable of interest. The general form an ARMA process as adapted 
from Asteriou & Hall (2007) is:  

 
Where, 

Yt is the anticipated value of our variable of interest, Yt-1, Yt-2, - - -, Yt-p are the 
previous values of that variable (also known as the autoregressive terms), εt is the 
disturbance term, εt-1, εt-2, - - -, εt-q are the previous values of the disturbance 
term(also called the moving average terms), φ1, φ2, - - -, φp are the slopes or 
coefficients of autoregressive regressors, and θ1, θ2, - - -, θp are the slopes or 
coefficients of the moving average regressors. 
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An ARMA process can only be run over a stationary time series. A stationary 
time series has a constant mean and variance over time and a time-invariant 
covariance (Gujarati & Porter, 2004). If, however, a series is non-stationary, it will 
have to be differenced for enough times to render it completely stationary. Since 
most of the time series are non-stationary and such was the case for our variable 
too, an ARIMA process was employed which is used for integrated or non-
stationary data and which allows the differenced values of the variable to be 
included in the model. 

The study used daily stock market index data of the Karachi Stock Exchange 
100 index for 20 years from December 1997 to December 2017. This translated 
into 4940 observations, a size large enough for carrying the ARIMA analysis safely 
(Chatfield, 1996). 
 
Analysis and Findings 
 
The daily stock market index data of the Karachi Stock Exchange was collected 
for 20 years covering the time from December 1, 1997, to December 3, 2017. 
Before subjecting a time series data for ARIMA forecasting, it is necessary to 
assure that the series does not have trends and is stationary. In order to check 
whether the same was the case with our time series, a simple line plot was inspected 
for the variable which depicted trends in the data. 

 

 

Figure 1: The Non-Stationary KSE 100 Index 
Figure 1 represents the line graph of KSE 100 index evidently portraying the 

non-stationary or trended nature of the series. The result was validated by using 
the Augmented Dickey Fuller (ADF) test to check whether or not the variable had 
a unit root. The ADF test, as can be seen in table 1, was highly insignificant again 
proving that the time series had a unit root and therefore was non-stationary. 

We proceed by making the correlogram of our time series variable. 
Theoretically, the correlogram of any stationary time series should fade away for 
higher lag  
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lengths. But the correlogram of our KSE 100 Index variable does not fade away at 
all which again hints towards nothing else but the non-stationary dimension of the 
variable. The correlogram of our variable of interest is shown in table 2. 

 

For the induction of stationary in the variable, daily returns have been 
calculated instead of simply taking the first differences. The returns have been 
computed by dividing the difference in stock index values of any two consecutive 
days by the previous day. Of course, this practice also involves taking differences. 
Hence it is expected that transforming the index values into returns would 
effectively make the variable stationary and remove trends. 
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Figure 2: The Stationary KSE 100 Index Returns 
As can be seen in figure 2, the returns of the KSE 100 Index are completely 

stationary. This is also evident from the ADF test which is highly significant (p-
value =.000) showing that the variable has no unit root (see table 3). 

Model Identification 
 
After achieving stationarity in our variable of interest by taking its daily returns in 
percentages, we proceed by applying the Box-Jenkins methodology step-by-step. 
The first stage of the methodology is identifying the model. This refers to correctly 
identifying the number of lagged values of the variable and that of the error term 
that effectively influences the variable. Therefore, in this first step, a Correlogram 
is again made to inspect the number of AR and MA terms that are expected to affect 
the current value of the variable.  

Table 4 gives the correlogram of the daily returns of the KSE 100 Index for 

the period from December 1997 to December 2017. 
The Box-Jenkins methodology requires the researcher to set an upper limit for 

p and q (i.e., pmax and qmax) and then estimate all probable models whose p and q 
values are between 0 and the maximum value set for each of them. 

Looking at table 4, it is evident that both the autocorrelation function and the 
partial autocorrelation function have a single positive spike at Lag 1 and then both 



Will the Stock Market Index Upsurge or Deflate? Making Calculated Predictions Using 
the Univariate Autoregressive Integrated Moving Average Technique 

420                                                     Global Social Sciences Review (GSSR) 

tend to die down immediately. This infers an ARIMA (1, d, 1) model to be 
exercised. However, one of the most common ARIMA configurations often used in 
business and economic data is that of ARIMA (1, d, 0) and ARIMA (2, d, 1). We 
will, however, have to estimate all these probable models and decide the one that 
is the most parsimonious. 
 
Model Estimation 
  
The Box-Jenkins method has prescribed ARIMA (1, d, 1) to be the most suitable 
one for forecasting the returns of our KSE 100 Index. In this segment, however, 
we will also estimate a few other probable models close to ARIMA (1, d, 1) to see 
whether any other ARIMA configuration can, or cannot, better predict the current 
(or future) value of our variable. 

 
 

 
 
 
 
 
 
 
 

Table 5 presents the regression estimation for ARIMA (1, d, 1) model. Both the 
AR and MA terms have strong coefficients that are highly significant. However, in 
order to compare the R2, AIC, and SBC of the model with other possible models, 
we estimate those other probable ARIMA configurations as well. 

 
 

 
 
 
 
 
 
 
 

The model ARIMA (1, d, 0) is given in table 6. A comparison between the two 
models articulates that ARIMA (1, d, 1) has a larger R2 value than that of ARIMA 
(1, d, 0). Also, all of the three information criteria values, like the Akaike 
information criterion, the Schwarz Bayesian criterion, and the Hannan-Quinn 
criterion, have slightly lower values for ARIMA (1, d, 0) when compared with those 
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for the ARIMA (1, d, 0) model. Hence, ARIMA (1, d, 1) seems to be better than 
ARIMA (1, d, 0) in terms of its ability to forecast. Let us also check ARIMA (2, d, 
1) model for comparison with ARIMA (1, d, 1). 

The aforementioned table gives the estimation results of the ARIMA (2, d, 1) 
model. Surprised as one may feel, this model seems to be better than the Box-
Jenkins approved ARIMA (1, d, 1) configuration. The R2 value for ARIMA (2, d, 1) 
is .0161 compared to .0148 which belongs to ARIMA (1, d, 1). In the same manner, 
all the information criteria values including AIC, SBC, and HQC are lower for 
ARIMA (2, d, 1) than for ARIMA (1, d, 1). To compare, the values of AIC, SBC, 
and HQC are -5.769088, -5.763819, and -5.767240 respectively for ARIMA (2, d, 
1) and -5.767432, -5.763481and -5.766047 respectively for ARIMA (1, d, 1).This 
hints the supremacy of ARIMA (2, d, 1) over ARIMA (1, d, 1). However, the Box-
Jenkins methodology also gives weight to the model having the least number of 
insignificant parameters. By looking at the results again we notice that both the 
parameters of ARIMA (1, d, 1) are highly significant. On the other hand, ARIMA 
(2, d, 1) has one insignificant term --- the AR (2) term, which is insignificant at 5% 
level but significant at 10% (p-value = .0699). Also, the coefficient of AR (2) is 
very small depicting that it may have the least influence in forecasting the current 
value of the variable. However, the inclusion of AR (2) term has slightly increased 
the parameters of both the AR (1) and the MA (1) terms in the model. This may be 
deemed as a positive overall impact of the insertion of AR (2) term on the model. 
Nonetheless, let us also experience an over-parameterized model, the ARIMA (3, 
d, 3) to see whether it comes up with an even better prediction of our variable. 
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The results of ARIMA (3, d, 3) are presented in table 8. The R2 has increased 
further, although very marginally. Also, the information criterion values are all 
slightly lower than that for ARIMA (1, d, 1). However, this model has now two 
highly insignificant terms --- the AR (2) and the MA (2). Based on the parsimony, 
this model will be rejected instantaneously. But there is one important thing to note 
in the results of this model and that is the highly insignificant AR (2) term. This 
term was also found to be insignificant in the ARIMA (2, d, 1), the model which 
had otherwise better results than the Box-Jenkins recommended ARIMA (1, d, 1). 
Hence, this also signals towards relative supremacy of ARIMA (1, d, 1) over 
ARIMA (2, d, 1). 

 
Diagnostic Checking 
 
For a thorough comparison of all the possible ARIMA configurations, the R2 

 values, the three information criterion values, and the number of insignificant 
terms for each ARIMA model have been summarized in table 9. 

 
 
 
 
 
 
 
 
 
 
The above table compares eight variousARIMA models based on the criteria 

formulated by the Box-Jenkins method. Of these, ARIMA (1, d, 1) seems to be the 
most appropriate (the one highlighted in bold letters). However, ARIMA (2, d, 1) 
is also a feasible option since it has a higher R2 and lower information criterion 
values than ARIMA (1, d, 1). However, the AR (2) term in ARIMA (2, d, 1) is 
insignificant at a 5% level which again increases the weightage for ARIMA (1, d, 
1) specification. 

 
Discussion 
 
The findings of the study discussed categorically in the previous section illustrate 
that the ARIMA technique of forecasting a time series is a worthwhile option. The 
current work has used this method for predicting the stock market index and it has 
been found that the model works reasonably well in the short run. As has also been 
discussed in the previous section, the two configurations, i.e., ARIMA (1, d, 1) and 
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ARIMA (2, d, 1), were found to be very helpful in forecasting stock market index 
returns. However, of the two, ARIMA (1, d, 1) was found to be a bit better and this 
is exactly the model which was also figured out by the Box-Jenkins approach of 
model selection. In a simpler language, it was observed that the current returns of 
the stock market index could be estimated by monitoring a one-year previous value 
of the returns as well as a one-year previous value of the error term. 

The results of the study are much in line with what previous studies have 
broadly found out. To discuss a few, for instance, the model was also employed by 
Manoj and Madhu (2014) for estimating Indian sugarcane production. They 
discovered the model helpful and found ARIMA (2, d, 1) to be the most fitting 
configuration for predicting the production of the crop. The same was the findings 
of Hamjah (2014) who used the model for estimating the production of rice in 
Bangladesh and found that the model was helpful in short term prediction. 

Studies conducted to estimate future stock prices also found the Box-Jenkins 
model very efficient in the short run. Mondal, Shit, and Goswami (2014), for 
example, employed the model for stock price prediction using the data of 56 Indian 
firms. They found the model correctly predicting the future returns of the stocks 
understudy for around 85% of the time. Another study to predict stock prices using 
the said model was conducted by Adebiyi, Adewumi, and Ayo (2014). They also 
concluded that the model had a decent prediction power and worked better than 
conventional models specifically in forecasting stock prices. 

There were, however, a few studies that did not find the Box-Jenkins method 
helpful in predicting future values. For instance, Gay (2016) wanted to find the 
impact of macroeconomic factors on stock prices using the data of BRIC countries. 
He also used the ARIMA model to check whether stock prices in these countries 
could have been forecasted using their lagged values. He, however, noticed that 
although stock prices were significantly associated with those macroeconomic 
factors, there was no significant link between the current and the previous stock 
prices for any of these countries. 

In a nutshell, the model is a good predictor of time series data in the short run 
as evidenced by most of the empirical works undertaken in various disciplines. 

 
Conclusion 
 
The stock market index is normally believed to be the indicator of prosperity or 
disaster in an economy. Investors often procure symptoms of the health of an 
economy by reviewing the upward or downward movements of stock prices in 
stock exchanges before making any significant investment decision. An ability to 
better predict in which direction the stock market will go would, of course, give 
the relevant investors an incentive to make decisions about when, and when not, 
to invest. Hence, in a way, it can be said that the stock market index state of affairs 
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at any given time is a type of market information that is relevant to all types of 
investors in a given economy. 

The current study estimated movements in the stock market index by using the 
Box-Jenkins method which forecasts the current value of a time series based on its 
lagged values as well as its lagged error terms. This method has proved to be rather 
more effective in the past for estimating many time series variables than the 
conventional method of allowing a variable to vary following all the factors that 
theoretically influence it. The current study, therefore, also found the Box-Jenkins 
method quite effective in forecasting the stock market index in the short run. It was 
however distinctively found that the one-period previous returns and the one-
period previous error term were most operatives in ascertaining the current returns 
of the index. As a guide for investment, the findings of the study may be used by 
prospective investors in foreseeing how much return to expect subsequent form 
Karachi Stock Exchange 100 Index. 
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